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ABOUT THIS COURSE

PART 1 PART 2
• Bias
• Fairness

• RAI Definitions
• XAI

• Regulations 
• Standards
• Guidelines

PART 3

[X]ai



SETTING EXPECTATIONS

FIRST STEPS
RAI deployment is a 
progressive and 
evolving practice

FREE RESOURCES
Open source and freely 
available tools

ONGOING JOURNEY
Continuous effort is 
required to remain 
ethical and effective

NO ONE-SIZE-FITS-ALL
RAI solutions are highly 
domain dependent
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PART 1
Bias & Fairness 

LINKS
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https://www.wired.com

https://www.cnn.com

https://www.nytimes.com

[X]ai



https://docs.google.com/file/d/1cxi2AUOiKNLOv0X2z6Y9M7l61Itvs0ia/preview
https://vm.tiktok.com/ZMMWJaxXq/


AI IS MORE THAN GENERATIVE AI

Generative AI

Deep Learning

Machine Learning

Artificial Intelligence

[X]ai





NIGHTSHADE



IDENTIFYING BIAS
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—The Internet

“AI bias is the phenomenon that 
occurs when an AI algorithm 

produces results that are 
systemically prejudiced due to 
erroneous assumptions in the 

machine learning process.”



“AI bias is the phenomenon that 
occurs when an AI algorithm 

produces results that are 
systemically prejudiced due to 
erroneous assumptions in the 

machine learning process.”

AI bias is any systematic error that 
results in an unfair model
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DATA 
AGGREGATION

MODEL BUILDING
& IMPLEMENTATION

BIAS IN AI



BIAS IN AI

Historical Bias
When data reflects historical inequalities into model predictions

FROM
DATA AGGREGATION



Representation Bias
When the development sample doesn't properly represent the 
broader population, affecting the model's generalization

BIAS IN AI

FROM
DATA AGGREGATION



http://www.youtube.com/watch?v=TWWsW1w-BVo&t=231


Measurement Bias
When there are flaws in how data is collected or measured, often 
due to proxies that don't accurately capture the desired signals

BIAS IN AI

FROM
DATA AGGREGATION



Aggregation Bias
When diverse groups are inappropriately combined into a single 
analysis, ignoring meaningful distinctions among them

BIAS IN AI
FROM

MODEL BUILDING
& IMPLEMENTATION



Learning Bias
When the choice of ML algorithms and their settings may not treat 
all groups in the data equally

BIAS IN AI
FROM

MODEL BUILDING
& IMPLEMENTATION



Evaluation Bias
When the data used to evaluate and benchmark a model does not 
represent the actual diversity of the user population

BIAS IN AI
FROM

MODEL BUILDING
& IMPLEMENTATION



Deployment Bias
When a model is used in real-world applications for which it was 
not specifically intended

BIAS IN AI
FROM

MODEL BUILDING
& IMPLEMENTATION



http://www.youtube.com/watch?v=D9Ihs241zeg&t=791


FAIRNESS METRICS
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—Aristotle

“Everyone agrees that fairness involves treating 
equal persons equally, and unequal persons 

unequally, but they do not agree on the standard 
by which to judge individuals as being equally (or 

unequally) worthy or deserving.”



INTRO TO ALGORITHMIC FAIRNESS

Type of Fairness
Within the context of an 
AI/ML model used for 
classification

Classification
One type of AI/ML task

Fairness Metrics
Quantitative measures 
used to assess the 
fairness of AI models

Pure Math
Understanding the 
nuances of fairness 
metrics is essential
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BASIC FAIRNESS METRIC TERMINOLOGY

Sensitive attribute
Attribute needing 
special ethical, legal, or 
social consideration

Proxy Attribute
Attribute correlated with 
a sensitive attribute

Parity
Observational measure 
ensuring metrics are 
independent of defined 
groups

Confusion Matrix
Tool measuring 
accuracy in predictions
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CONFUSION METRIC

LINKS
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LINKS



FAIRNESS METRICS EXAMPLES

EQUAL OPPORTUNITY & 
EQUALIZED ODDS

PREDICTIVE VALUE 
PARITY

INDIVIDUAL 
FAIRNESS

UNAWARENESS DEMOGRAPHIC PARITY

Ignoring sensitive attributes to 
achieve fairness in decisions

Equal decision rates across 
groups regardless of outcome

Fairness through equal true 
positive rates and error rates 

across groups

Equal predictive accuracy 
across different groups

Similar treatment for 
individuals with similar 

attributes.



LINKS



Here are a few common open-source libraries and tools on AI Fairness:

OPEN SOURCE LIBRARIES

AIF360 [Python/R]

❏ IBM Research
❏ Last update: 1 month ago
❏ Bias mitigation algorithms
❏ Fairness metrics
❏ Video tutorial

Fairlearn [Python]

❏ Microsoft, now community driven
❏ Last update: 1 week ago
❏ Bias mitigation algorithms
❏ Fairness metrics
❏ Complete Documentation - Notebook 

Examples

VerifyML [Python]

❏ Cylynx
❏ Winner Global Veritas Challenge
❏ Complete Toolkit
❏ Last update: 2 years ago
❏ Code Demo

Aequitas [Python]

❏ Carnegie Mellon University
❏ Last update: 2 weeks ago
❏ Complete Toolkit
❏ Complete Documentation - Notebook 

Examples
❏ Aequitas’s license does not allow 

commercial use.

LINKS
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Source: Aequitas

LINKS



LINKS



PART 2
Responsible AI

LINKS
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RESPONSIBLE AI
DEFINITIONS

Whats is the difference between 
Understandability, Interpretability, 
Comprehensibility, Explainability, 
and Transparency?
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UNDERSTANDABILITY

What? How?

Why? When? 
Who? Which?

Why? What? 
Who? When? 
How? Which?

No questions 
needed.

RESPONSIBLE AI KEY CONCEPTS

COMPREHENSIBILITY

INTERPRETABILITY EXPLAINABILITY

TRANSPARENCY



UNDERSTANDABILITYUNDERSTANDABILITY

You know to get a latte from the machine



UNDERSTANDABILITYCOMPREHENSIBILITY

You know that to get a latte from the machine, it'll have to:
Step 1: Brew and Pour the Espresso
Step 2: Steam the Milk
Step 3: Pour the Milk
Step 4: Top Off with Foam



UNDERSTANDABILITYINTERPRETABILITY

You know that if your latte is not great, it's because the machine 
got the milk too hot - 40 degrees for small drinks up to 155 for big 
ones. Likely they do not account for the lag with the thermometer.



UNDERSTANDABILITYEXPLAINABILITY (XAI)

You know that to get a latte from the machine, you see it
Step 1: Brew and pour 2 shots of espresso. 
Step 2: Steam 1/2 cup milk to 150 F
Step 3: Pour the steamed milk over the espresso, using a spoon to hold back the foam.
Step 4: Top off the drink with the reserved foam



TRANSPARENCY

You ask the barista for a latte.



XAI METHODS
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LIME

LINKS

Tabular

Text

Image



SHAP

LINKS



VERSUSTRANSPARENT
AI DL + XAI





COFFEE BREAK
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PART 3
AI Regulations, Standards & 
Guidelines

LINKS
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REGULATIONS
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LINKS



EU

AI systems are broadly defined, with a 
focus on autonomy.

Key takeaways

● Risk-Based Approach
● Banned Practices
● Transparency Obligations
● Market Surveillance

AI ACT
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CANADA

Bill comprised of three acts, one is the AI 
& Data Act (AIDA)

● Committee Stage
● Government institutions excluded
● Two purposes: regulate trade and 

prohibit harm
● Prevention of biased outputs
● High impact system not clear
● Minister of Innovation Powers

BILL C-27
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GUIDELINES
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EU AI ACT 
COMPLIANCE 
CHECKER

LINKS
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GOVERNMENT OF CANADA'S 

GUIDE ON THE 
USE OF 
GENERATIVE AI

LINKS
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GOVERNMENT OF CANADA'S 

ALGORITHMIC 
IMPACT 
ASSESSMENT 
TOOL

LINKS
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LINKS
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STANDARDS
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IEEE

ETHICALLY
ALIGNED DESIGN

LINKS
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Digital Governance 
Standards Institute

ETHICAL DESIGN 
AND USE OF 
AUTOMATED 
DECISION 
SYSTEMS

LINKS
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ISO/IEC 23053:2022

FRAMEWORK 
FOR AI SYSTEMS 
USING ML

LINKS
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CONCLUSION

PART 1 PART 2
• Bias
• Fairness

• RAI Definitions
• XAI

• Regulations 
• Standards
• Guidelines

PART 3

LINKS
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MORE ESSENTIALS

PRIVACY
Adversarial attacks

CAUSALITY
Correlation is not 
necessarily causation

AI & PEOPLE
How AI affects and is 
perceived by people

FRAMEWORKS
Ethics charter
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A  I
THE 

TRUTH
ABOUT

Separating Fact 
from Fiction

by Dr. André dos Santos
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0.5 L / 10-50 queries



BE HUMAN.
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PROFESSIONAL 
DEVELOPMENT

AI LEADERSHIP

EXPERTS 
NETWORKING

AI CONSULTING

] AI EXPLAINED

AI SAFETY



From Ethics 
to ActionA I SAFETY

ESSENTIALS

by Dr. André dos Santos

[X]ai


